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• We investigate the feasibility of head-wise 

weight sharing for large language models 

and propose two corresponding methods 

named DirectShare and PostShare.

• DirectShare is time-efficient and retain a 

large portion of the performance when 

sharing ratio is below 30%. 

Complementarily, PostShare yields 

satisfactory performance via post-training, 

especially under large ratios.

① Head-wise Weight Sharing Strategy

choose the cosine similarity between the 

concatenation matrix of 𝑊𝑖
𝑞

and 𝑊𝑖
𝑘

② DirectShare:

directly share the weight matrices together between each selected attention head pairs

③ PostShare:

softly align model weights via post-training, pushing selected weight matrices more similar

Table 1: Evaluation results of DirectShare based on the Llama2-7B and Llama2-13B models. 

Bold and underline indicate the best and the second best results.

Table 2: Overall Performance of PostShare based on Llama2-7B model.

① DirectShare achieves comparable performance to the 

competitive model pruning methods. 
① Statistics of Memory Reduction

• When sharing 30% parameter 

sharing in the MHA block, our 

method achieves 10-13% memory. 

• When we share 30% of parameter 

sharing in both MHA and FFN 

block, the model can save 26-28% 

GPU memory.

② Ablation on Head-wise Matching Functions

• Head-wise Weight Sharing! 

• Training-free, Effective!

—— DirectShare

• Post-training-based, More 

Stable Performance!

—— PostShare
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Motivation

Ablation Study

② PostShare achieves more stable and satisfactory performance 

when reducing memory usage, with the cost of time increase.
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