
P-code Plan Generation Pipeline

• Due to the dominance of natural language (NL) in agent reasoning, existing 
researches mainly focus on generating NL plans. We investigate the effectiveness 
of pseudocode-style plans (P-code Plan) in agent reasoning, which are more 
concise and structured than NL plans. P-code Plan demonstrates its superiority in 
boosting the generalization ability of LLM agents.

• We further propose a pseudocode-style Planning Guided Preference Optimization 
method named PGPO which empowers LLM agents with enhanced reasoning 
capabilities under the guidance of pseudocode-style plans. Analyses reveal the 
advantage of PGPO in reducing action errors and omissions during reasoning.

①Main Results.

• P-code Plan can capture efficient structural logic of reasoning 
compared with NL plans, suitable for LLM agent’s 
generalization to analogous agent tasks.

• With two planning-oriented rewards, PGPO further enhances 
LLM agents’ ability to generate high-quality P-code Plans and 
subsequent reasoning.

②Approach Ablations. 
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Figure 1: Comparison between w/ P-code Plan and w/o Plan, w/ NL Plan during the SFT process for LLM agents.

④Analysis on training time efficiency.
PGPO delivers a 9% performance improvement while 
maintains reasonable training efficiency, requiring less than 
twice the time cost of ETO. 

⑤P-code Plan guidance can reduce the incidence of action 
errors and omissions in reasoning.

⑥ Step-wise reward does not necessarily elicit better LLM 
agents.
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ReAct-style Dataset !

Task 

Instruction: examine the book 
with the desk lamp…
Thought: First, I need to locate 
the book. … 
Action: go to drawer 1 
Observation: On the drawer 1, 
you see a CD 1, and … 

Reasoning and Acting
locate 
book

Location

take Object
find 
desk lamp

examine
Execute

(a) Thought Extraction (b) Plan Distillation

➕
task instruction

+ agent thoughts

Summarize 

Formatting

NL planpseudocode-style plan

(c) Plan Verification

Thought: First, I devise a 
plan for solving the task:
1. A, B = locate_object(entity1);
2. take(A, B);
3. C = find_desklamp(entity2);
4. examine(C, A).
Now, I need to ... Action: …

Pseudocode-style Plan

• Thought Extraction: extract agent thoughts from existing 
ReAct-style expert trajectories, which involves task-specific 
knowledge for planning.

• Plan Distillation: instruct powerful LLM to summarize the 
step-by-step plan following the predefined P-code Plan format 
via few-shot prompting strategy. 

• Plan Verification: minor manual refinement is needed to 
guarantee the quality of the LLM-generated P-code Plans.

Figure 2: Overview of P-code Plan generation pipeline. We first extract the thought part from existing ReAct-
style datasets. Then, we prompt GPT-4o to summarize the thought process into high-level plans. Pseudocode-
style plans are finally structured with predefined formats, followed by manual verification to ensure accuracy.
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Experiments

Table 1: Main results of PGPO compared to training-based baselines on ALFWorld, WebShop and TextCraft.

Table 3: Approach ablations of PGPO. - P-code represents 
using NL plans to replace P-code Plans. - 𝐿! denotes leaving 
out the estimation of plan-following reward, followed by the 
removal of 𝐿!. - 𝐿" means the removal of SFT loss.

Table 2: Comparative experiments vs. prompt-based baselines.

alleviate the need for few-shot context
achieve comparable or even better results

new state-of-the-art performance

③ Ablation on Optimization Iterations. 

Figure 3: Ablation study on optimization iterations. (a) provides a 
comparison of the performance of PGPO against ETO and IPR across 
varying iterations. (b) shows the influence of increasing iterations on 
PGPO across different base models. iter=0 is the SFT stage.

Analysis

invalid action rate
success rate

&

It is still challenging to 
accurately determine the 
contribution of the intermediate 
step, thus introducing step-wise 
reward instead plays a negative 
role in agent reasoning. 
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Pseudocode-style Plan is Beneficial!
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